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Abstract. Cooperative cyberdefense has been recognized as an essential strat-
egy to fight against cyberattacks. Cybersecurity Information Sharing (CIS), es-
pecially about threats and incidents, is a key aspect in this regard. CIS provides
members with an improved situational awareness to prepare for and respond to
future cyberthreats. Privacy preservation is critical in this context, since organiza-
tions can be reluctant to share information otherwise. This is particularly critical
when CIS is facilitated through an untrusted infrastructure provided by a third
party (e.g., the cloud). Despite this, current data formats and protocols for CIS do
not guarantee any form of privacy preservation to participants. In this paper we
introduce PRACIS, a scheme for CIS networks that guarantees private data for-
warding and aggregation. PRACIS leverages the well-known Structured Threat
Information Expression (STIX) standard data format. Remarkably, PRACIS can
be seamlessly integrated with existing STIX-based message brokering middle-
ware such as publish-subscribe architectures. PRACIS achieves these goals by
combining standard format-preserving and homomorphic encryption primitives.
We discuss experimental results obtained with a prototype implementation de-
veloped for a subset of STIX. Results show that entities may create up to 689
incidents per minute, far beyond the estimated average of 81. Moreover, aggrega-
tion of 104 incidents can be carried out in just 2.1 seconds, and the transmission
overhead is just 13.5 kbps. Overall, these results suggest that the costs incurred
by PRACIS are easily affordable in real-world scenarios.

Keywords: cybersecurity information sharing; cyberthreat management; format
preserving encryption; homomorphic encryption; cooperative cyberdefense

1 Introduction

The number and sophistication of cybersecurity incidents has increased substantially in
the last years. According to a 2016 report by PricewaterhouseCoopers, around 59 mil-
lion security incidents were identified in 2015 alone, which constitutes a 38% increase
with respect to the previous year [51]. Moreover, these incidents are also growing in
complexity, as it is the case of large-scale coordinated attacks [64].

In order to defend against this evolving type of threats, novel detection and pro-
tection mechanisms are being developed. Among them, Intrusion Detection Systems



(IDSs) have received extensive research attention [23]. One critical issue is that iso-
lated IDSs are not always effective against coordinated attacks, since their traces may
be spread across different domains [64]. Thus, collaboration between entities (the so
called cooperative cyberdefense) is essential for properly detecting these attacks [28].

To enable cooperative cyberdefense, mechanisms for timely sharing actionable cy-
bersecurity information (e.g. vulnerabilities, detection signatures, or indicators of com-
promise) are paramount [28], [15]. Over the past decade, MITRE Corporation and
others have developed numerous languages, data formats, and standards to codify cy-
bersecurity information [45]. Moreover, other approaches aim to facilitate automatic
sharing, e.g., through protocols such as Trusted Automated eXchange of Indicator In-
formation (TAXII) [46]. A recent survey by the European Union Agency for Network
and Information Security (ENISA) provides an overview of existing standards and tools
in this area [19].

Cooperative cyberdefense and, in particular, Cybersecurity Information Sharing (CIS),
has been nurtured and encouraged by governments worldwide through a number of re-
cent legal initiatives [57]. For example, in the US the CIS Act has recently proposed
the creation of a government-managed structure to gather and distribute information
about cybersecurity threats [60]. A similar effort, known as the CIS Partnership, is a
joint industry-government initiative launched in 2013 in the UK to share cybersecurity
information [10]. Additionally, in 2015 the International Organization for Standard-
ization (ISO) and the International Electrotechnical Commission (IEC) published an
international standard to provide guidance in the sensitive information exchange. This
standard also serves for the implementation of information security management within
information sharing communities [31].

CIS has also received much attention from the research community under different
perspectives. Research interest has range from pure technical questions (such as the in-
frastructure needed for this exchange) to socio-economical issues. For instance, Gal-Or
and Ghose [22] identified clear economical benefits for information sharing as a result
of better security prevention and increased reputation. Despite this, organizations are
not inclined to share cybersecurity intelligence (including ongoing or past cyberinci-
dents) neither with governments nor with other partners or competitors. Reasons in-
clude the lack of trust in the sharing infrastructure, particularly if it is run by a potential
competitor or adversary, and the way sharing is carried out. For example, in networks
in which the government is involved, companies prefer to remain anonymous in case
of incidents that uncover infringement of rules, i.e., leakage of unprotected personal
data. To address this issue, previous works have proposed data sharing schemes based
on encrypting exchanged data [2, 38, 42], working with aggregated messages [35, 58],
or guaranteeing some form of sender anonymity [16, 39]. While interesting, the main
drawback of these schemes is that they are not compatible with currently deployed CIS
infrastructures, including widely adopted standards to exchange cybersecurity informa-
tion.
Contributions. In this paper we introduce PRACIS (PRivacy-preserving and Aggre-
gatable Cybersecurity Information Sharing), a scheme that provides privacy-preserving
data forwarding and aggregation in a data sharing network. PRACIS is intended for
semi-trusted (i.e., honest-but-curious) message-oriented middlewares, which are one
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of the most common architectures for CIS. Thus, PRACIS guarantees that the shar-
ing infrastructure (i.e., the message broker) can perform its store-and-forward functions
without learning anything relevant about the messages in the process. In particular, the
broker cannot link the identity of the reporting entity and the type of reported inci-
dent. We achieve this by adapting existing format-preserving encryption techniques to
cybersecurity information messages, particularly the Structured Threat Information Ex-
pression (STIX) standard data format [4], thus allowing the message broker to privately
forward messages. Additionally, our scheme also leverages homomorphic encryption to
provide some network members with simple statistics about reported information (e.g.,
global or per-type counts and averages) in a privacy-preserving way. All in all, the main
novelty PRACIS does not rely on innovative cryptographic primitives, but in the com-
bination of existing ones to achieve the pursued goals in already-existing STIX-based
CIS infrastructures.

We have developed a proof-of-concept implementation of PRACIS to assess the
overhead imposed by the encryption. The average time to build a STIX message in
which three fields are sensitive, is 87.4 ms while its decryption and verification requires
105 ms. Both figures are very low and appropriate for information sharing in nearly real
time. In terms of data size, our scheme introduces non-negligible yet affordable over-
head in each message field. Depending on factors such as the field length, the frequency
of message delivery, or the number of members in the sharing network, such overhead
ranges between 2 and less than 1300 bytes. In summary, in this work we make the
following contributions:

– We introduce the idea of using privacy-preserving data forwarding and aggregation
for CIS networks. We argue that this is an essential service for this communities to
succeed, as otherwise partners might not trust the infrastructure nor provide other
members with their data.

– We describe PRACIS, a scheme that applies format-preserving and homomorphic
encryption techniques to the STIX data format to achieve these goals. Our exper-
imental results suggest that PRACIS introduces an affordable overhead in today’s
applications.

– We make freely available a prototype implementation of PRACIS to foster further
research in this area.

Organization. The rest of this paper is organized as follows. Section 2 provides some
background concepts on CIS and the cryptographic techniques used in this work. In
Section 3 we introduce the system and adversarial models, along with the protocol
goals. Section 4 describes our proposal in detail, and Section 5 provides an evaluation
based on experimental results. An overview of related work in this area is provided in
Section 6, and Section 7 concludes the paper.

2 Background

We next provide some necessary background on the main concepts used in our work:
the STIX format, homomorphic cryptography and format-preserving encryption.
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Fig. 1: An example of a STIX message [4].

2.1 The STIX format

In the last years, much effort has been devoted to develop common formats for the
exchange and processing of actionable security information, such as vulnerabilities, de-
tection signatures, or indicators of compromise, among others. As of today, the number
of such formats is relatively high and some of them have become de facto standards.
The interested reader can find a comprehensive survey in a 2014 report by ENISA [19].
One of the most widely used of such formats is the Structured Threat Information Ex-
pression (STIX) [4], which was designed to specify, characterize, and communicate cy-
ber threat intelligence information. STIX is an XML-like structured language in which
issues related to threats (e.g., malware descriptions or indicators of compromise) can
be expressed. For the interest of this proposal, Figure 1 shows an example of a STIX
incident. Thus, aspects such as the affected assets, the nature of the threat, start and
recovery times, or the perceived risk can be formalized.

2.2 Format-preserving encryption

Format-preserving encryption (FPE) is a cryptographic technique in which the output
of the encryption operation (i.e., the ciphertext) has the same format than the input
(i.e., the plaintext) [5]. The idea has been traditionally motivated by the problems as-
sociated with integrating encrypted data into some legacy applications that expect data
items in a particular format. One prominent example is social security or credit card
numbers, which after encryption may no longer have the required length and may in-
clude alphanumeric or special characters. In general, the notion of “format” in FPE can
be extended to almost any structured data item, but typically only finite domains are
supported.

One of the simplest examples of FPE is an n-bit block cipher, which is an FPE on
the set {0, . . . , 2n−1}. In a more general setting, Black and Rogaway [8] provided the
first provable-security approach to construct a block cipher with an arbitrary domain
X , though their solution focused on X = Zn, i.e. the integers {0, 1, . . . , n − 1}. Bel-
lare et al. [5] later provided a more general construction called the rank-then-encipher
approach. This assumes that the format space X is a collection of a finite number of
domains called slices, i.e., X = ∪NXN . The points in each slice can be arbitrarily
numbered, say XN = {X0, . . . , Xn−1}, with |XN | = n. To encrypt Xi, the rank-then-
encipher strategy first finds the index i of X in the enumeration of XN ; then encrypts
i to j using an integer-to-integer cipher; and finally returns Xj as the encryption of X .
This construction is based on an integer FPE cipher Enc : K × Zn → Zn that can
encrypt on Zn for an arbitrary n, and a ranking function rank that maps each (N,X),
with X ∈ XN , to an element of Zn, where rank(N, ·) : XN → Zn is a bijection for
all N . In [5] it is shown how to build ranking functions for domains that are regular
languages.
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2.3 Data aggregation using homomorphic cryptography

A homomorphic encryption scheme is a cryptographic primitive that produces cipher-
texts with two properties: (i) only parties knowing the key can retrieve the original
plaintext; and (ii) it is possible to perform operations (e.g., addition [3], multiplica-
tions [34], or counts [37]) over ciphertexts that result in a desired transformation of the
original plaintexts. One representative example of a cipher with homomorphic proper-
ties is the Paillier cryptosystem [48]. This scheme is a public-key cryptosystem whose
encryption function is additively homomorphic. Thus, the product of two ciphertexts
decrypts to the sum of their associated plaintexts, i.e.,

D(E(m1)E(m2) mod n2) = (m1 +m2) mod n,

where E(mi) is the encryption of plaintext mi, D(·) is the decryption function, and
n is the Paillier modulus. This property can be used to compute some basic statistics
of a set of plaintexts, such as the sum and the mean value, using only the ciphertexts.
In fact, the prototype implementation in this paper makes use of this cryptosystem.
However, it must be noted that any other mechanism providing homomorphic addition
(e.g., Benaloh’s [7]) could be applied as well.

3 System Model and Goals

In this section, we first discuss the main elements of the CIS network model, including
its entities, information and privacy models (Section 3.1). We next describe the adver-
sarial model (Section 3.2) and the goals of our proposal (Section 3.3). The notation used
throughout the paper is presented in Table 1.

Table 1: Notation

3.1 Cyber security information sharing network

Information model. Nodes in an information sharing network produce messages that
encode relevant intelligence about a particular cyber threat. In this work, our focus is on
messages reporting cyber incidents. One remarkable aspect is that PRACIS is format-
agnostic. This means that it could be adapted to any incident format, though in the
following we adopt the STIX format [4]. Each message, which will be an incident It,
includes at least the following data items: an identifier; a definition of when, where
and what happened; the identity of the victim; the identity of the entity reporting the
incident; an assessment of the incident’s impact; and the confidence of the publisher
on the reported information. As discussed later, extending the protocol to support other
STIX objects is trivial.
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Fig. 2: Overview of PRACIS

Network model. We assume a distributed information sharing network implemented
through an standard message-oriented middleware such as a publish-subscribe archi-
tecture, see Figure 2. This is one of the most used alternatives for CIS (the other being
a peer-to-peer network among partners) and is fully compatible with standard shar-
ing protocols such as TAXII [46]. Publishers Di post messages to a message broker
AF , which normally implements a store-and-forward function to deliver messages to
subscribers ISi. For simplicity, subscriptions are topic-based, so nodes subscribe to
messages tagged as belonging to a particular topic. The delivering mechanism can im-
plement additional restrictions based, for example, on security attributes of the message
(e.g., a classification level) and the subscriber (e.g., its clearance). We assume a dis-
tinguished subscriber StS called the statistics subscriber. It is an entity interested in
receiving from the message broker statistics (e.g., averages or counts) of the incidents
registered in a given time span. The realization of any of these entities could be done
either in a standalone machine or in a distributed fashion (e.g., cloud computing infras-
tructure). However, this network model is technology-agnostic and valid regardless of
the actual implementation.
Information privacy model. The said data items in an incident It can be divided into
sensitive and non-sensitive elements. Sensitive values are the type of asset, the effect
and the confidence. We believe that these three attributes have to be hidden from the
adversary since they leak information from the type of incident. For example, a database
asset with a data loss effect with high confidence reveals a breach into the corporate
storage systems. Although there are other attributes that convey private information,
the described scenario does not make these fields sensitive. For example, the name of
the victim is privacy-critical in a general setting, but in the considered scenario the
adversary (i.e., AF ) already knows this value beforehand. This could be the case if, for
example, a different communication port is used in AF for each entity’s incidents. Thus,
the remaining data items are considered non-sensitive herein. Of course, this definition
could be easily adapted for other CIS scenarios.

3.2 Adversarial model

Most nodes (i.e., publishers Di and subscribers ISi, including the statistics subscriber
StS) in the CIS network are assumed to be honest. This means that they trust each
other [18], they do not attempt to attack the system, and that they cooperate by publish-
ing incidents shortly after their occurrence.

Nodes are distrustful of the sharing infrastructure, since this can be deployed in a
third-party server and compromised by an attacker. We assume that the message broker
AF is considered a semi-trusted (i.e., honest-but-curious) entity. It will behave correctly
in its storing, aggregation, and forwarding functions. However, AF will eavesdrop on
received messages and will be interested in learning the types of incidents occurred in
each entity. This is similar to adversarial models adopted in other schemes in which
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storage, aggregation, and forwarding is delegated to a semi-trusted entity (see, e.g., [20,
26, 55]).

We assume that nodes connect to the message broker AF using a secure channel
such as TLS. This is a reasonable assumption for sharing protocols such as TAXII [46],
which is essentially XML over HTTP.

3.3 Goals

Considering the system and adversarial models described above, the goals of our scheme
are:

– Privacy-preserving message forwarding. Subscribers ISi must be able to choose
the type of incidents they are interested in. The message broker AF must be able to
forward them incidents without learning any sensitive data about the incident itself
(recall Section 3.1).

– Privacy-preserving data aggregation. AF must be able to aggregate (i.e., tally)
incidents per type (as requested by StS) without learning the result of the operation.
Furthermore, StS must be able to verify the correctness of the result.

4 PRACIS: Privacy-preserving and Aggregatable Sharing

This Section describes each phase of our proposal, namely the setup phase (Section 4.1),
how incidents are prepared and delivered (Section 4.2), how they are processed and ag-
gregated (Section 4.3), how they are finally decrypted (Section 4.4), and how aggregated
incidents are verified (Section 4.5). A formal description of all algorithms in PRACIS
is provided in Appendix A.

4.1 Setup

In the setup phase, all entities are provided with the appropriate cryptographic material
to participate in the information sharing network. This phase can take place during one
of the face-to-face meeting suggested by ENISA [18] for trust building. Specifically,
key exchanges are specified in Algorithm 1 and described next.

– Each publisher Di shares two keys with all incident subscribers ISi authorized to
receive its incidents. The first one is a Format-Preserving Encryption (FPE) key
(KFPE(Di)) to encrypt security incidents. The second one is a symmetric key
(Ks(Di)(ti)) per type of incident ti to allow incident forwarding (Algorithm 1,
lines 1-10).

– StS creates a homomorphic key (KH ) and shares it with all Di. This key allows
computing statistics over the shared incidents. StS also creates a random number
per Di, referred to as rDi

. This number enables verifying the incident aggregation.
Furthermore, StS specifies the maximum size in bits (Nbrnd

) of the addition of
the said random numbers. This value ensures that homomorphic additions do not
overflow (lines 11-19).
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Fig. 3: Example of STIX incident format to apply PRACIS.

– All Di, AF and ISi share a HMAC key (KHMAC) to perform incident integrity
checking (lines 20-28).

Once cryptographic materials have been prepared, the last step of the setup phase
is incident subscription, in which every ISi subscribe to incidents of its interest (Algo-
rithm 3). For this purpose, each ISi sends AF chosen set of incident types ti symmet-
rically encrypted using the key Ks(Di)(ti) already introduced. Thanks to encryption,
AF is unaware of the particular incident that ISi is subscribing to.

4.2 Preparation and delivery of security incidents

Once an incident takes place in a given Di, it is shared with interested ISi (Algo-
rithm 4). In order to convey all fields of an incident, a simple STIX incident structure is
adopted (Figure 3). It consists of 10 fields, namely, Title, Description, Affected Asset:Type,
Effect, Confidence:Value, Initial Compromise, Incident Discovery, Restoration Achieved,
Incident Reported and Victim:name, and 3 ID tags involved in “Incident”, “Descrip-
tion” and “Victim” (Incident:id, Description:id and Victim:id respectively). This struc-
ture contains the information elements contained in the abstract description of It (recall
Section 3.1). Instead of storing the actual values in each field, our protocol pre-processes
them to: (1) only allow authorized ISi to access the actual content; and (2) enable in-
cident aggregation so that StS can receive incident statistics. With respect to the first
goal, the three sensitive attributes (recall Section 3.1), that is, the Affected Asset:Type,
Effect and Confidence:Value fields are encrypted applying FPE. Except for the cases
discussed next, the remaining fields are sent in plaintext1 as long as they do not convey
any valuable information for the considered adversary. The second goal requires the
aggregation by AF of values in the Incident:id field.

There are two additional fields which are pre-processed, namely Description:id and
Victim:id. The first one is prepared to enable matching the event type to ISi interests. It
must be noted that AF is not aware of the actual type of package, but it should be able
to forward it to appropriate ISi. The idea behind is to store in this field the same value
as the one sent by ISs to subscribe (recall Section 4.1). On the other hand, “Victim:id”
is used to enable file integrity checking of the remaining contents. For this purpose, it
stores the result of HMACing all remaining STIX fields, using KHMAC as key. One
important remark is that the election of fields for incident aggregation, subscription
and integrity checking could be different than the one proposed herein. Our decision is
based on the fact that these fields contain identifiers, which can be freely adopted by
Di. Therefore, these fields are suitable to contain random-like values such as the results
of encryption or HMAC operations. However, different decisions could be taken in this
regard, such as splitting these values among different fields in a single incident or even
among several incidents, but this does not affect our proposal.

1 They are sent without an explicit encryption by the sender. However, transport mechanisms
such as TLS could be applied, thus providing encryption by default.
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Preparing Incident:id. The Incident:id field is intended to allow the aggregation of
incidents by AF . The result of aggregating this piece of information will be sent to
StS. Therefore, it must be possible to gather this field from all incidents It and operate
them to obtain their aggregation, that is, the amount of incidents received per type t in
a given time frame.

In PRACIS, aggregation is performed by adding the values of Incident:id in all Iti .
For this purpose, it is necessary to prepare a data structure to store a maximum of Imax

incidents per type ti. This data structure must allocate a set of bits Nbt for each type ti
to represent Imax. Thus, considering nt types of incident, this structure needs Nbtotal

bits to represent them all (Equation 1).

Nbtotal
= nt ·Nbt = nt · dlog2(Imax)e bits. (1)

Given an incident Iti of type ti, the aforementioned data structure is prepared by setting
to 1 least significant bit of the set of Nbt bits for this type. The remaining bits are set to
zero. In order to conceal the type of incident to third parties, the said data structure is
encrypted using the Paillier cryptosystem.

To provide aggregation verification, the random number rDi is inserted in this struc-
ture. The rationale behind is that the aggregation (i.e. addition) of these numbers enables
StS to conclude if the aggregation is correct, with a low probability of identifying the
particular Di. The total amount of bits needed for this purpose is given by NbAV

(Equa-
tion 2). Thus, NbAV

is calculated as the number of bits to express Imax multiplied by
the maximum bit length of random numbers (Nbrnd

) as specified by StS:

NbAV
= dlog2(Imax · (2Nbrnd − 1))e. (2)

Besides, Nbrnd
should be established considering Nbrnd

> log2(|Di|) to reduce the
possibilities of choosing the same random number for multiple Di. Considering the
previous equations, the total length of the cleartext of Incident:id is given by Equation
3:

NbIncident:id
= Nbtotal

+NbAV
. (3)

Example: setting Incident:id. To illustrate how an incident identifier is prepared, con-
sider an scenario with |Di| = 10 and 7 types of incidents, numbered from 0 to 6. As-
sume that an incident of Malicious code (e.g., t = 4) takes place in D1 whose random
number is rD1=49 (with Nbrnd

=6). AF aggregates up to Imax=100 events. Considering
these parameters, Nbtotal

= 7×dlog2(100)e= 49, and NbAV
= dlog2(100× (26− 1))e

= 13. Thus, Incident:id is formed by NbIncident:id
= 62 bits as follows:

Incident : id = HE(KH , 0000000 0000000 0000000 0000001 0000000
0000000 0000000 0000000110001)

(4)

where HE(k, x) represents homomorphic encryption of x with key k.

4.3 Forwarding and aggregation of incidents

Once incidents are sent by Di, AF processes each message (Algorithm 2). Firstly, it
checks the message integrity by comparing the HMAC of all fields against the value
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stored in the Victim:id field. If the integrity remains, AF finds ISs subscribed to this
type of event. This is done by comparing their subscription packages (sent during setup)
against the value of Description:Id. If both elements match, Iti is forwarded to ISi.
On the other hand, after a maximum of Imax authentic security incidents have been
received by AF , it aggregates them. For this purpose, the values of the packet fields
Incident:id are combined using homomorphic addition. Such homomorphic addition is
dependent upon the cryptosystem at stake – in the Paillier crytosystem it consists of the
multiplication of Incident:id (recall Section 2.3). The number of incidents received per
Di is appended to the previous result, and this structure is sent to StS. Note that the
attachment of the number of incidents is related to the aggregation verification protocol
presented in Section 4.5.

Example: aggregating Incident:id values. Using the numerical example presented
above, consider now that D2 and D3 have reported a t4 ( Malicious Code) incident and
a t5 (e.g. Improper Usage) incident, respectively. Their random numbers are rD2

=20
and rD3

=21, respectively. The value of each Incident:id field, as well as the result of
their homomorphic aggregation, is shown in Table 2. This is the information to be sent
along with the indication of the amount of incidents reported by Di. For the sake of
clarity, the underlying, non-encrypted values are shown. However, it must be recalled
that sent values are the encrypted versions of these data structures.

Table 2: Example of Incident:id aggregation.

4.4 Decrypting security incidents

Upon reception of an incident forwarded by AF , each ISi needs to decrypt their ac-
tual content (Algorithm 6). First of all, the message integrity is verified computing its
HMAC using KHMAC (lines 1-5). If the result is equivalent to “Victim:id”, the en-
crypted fields are decrypted using format-preserving decryption with KFPE(Di) being
Di identified in “Victim:Name”.

4.5 Aggregation verification

Once the aggregated incident types are received by StS, it decodes the received mes-
sage contents and verifies its correctness. Regarding the first issue, StS simply needs
to identify how many bits are devoted to each incident type and it proceeds accordingly.
Thus, going back to the example used above, it is straightforward for StS to identify
that there are two Malicious Code and one Improper Usage incidents, as well as check-
ing that the received addition of random numbers (referred to as rsum) is 90 (that is,
20+21+49).

With respect to data correctness, StS verifies that aggregated data is unpolluted.
For this purpose the amount of incidents per Di attached to aggregated data comes
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into play. Algorithm 5 shows the steps that StS needs to carry out. Particularly, StS
first gathers the status of the (initially random) counter value rDi

of each Di (lines 1-
2). Afterwards, StS computes the sum based on received amount of incidents per Dj

(|I(Di)|) and each chosen rDi (lines 3-6). This is computed as

∑
∀Di

(

Di+(|I(Di)|−1)∑
rDi

(rDi)), (5)

and if the result matches rsum, the claimed amount of incidents received per entity is
correct. StS then accepts the data and updates Di counters accordingly; otherwise, data
is discarded.

Example: Aggregated data verification. To show how aggregated data is verified,
let us follow the previous example. Let us consider that D2 and D3 report one addi-
tional incident each one. Thus, recall that the initial counters were rD1

=49, rD2
=20 and

rD3
=21, and that Nbrnd

= 13. When StS receives rsum=133, it verifies the aggregation
computing Eq. 6. Given that the result is equal to rsum, the aggregation is correct:

(

rD1
+(1−1)∑
rD1

(rD1
) +

rD2
+(2−1)∑
rD2

(rD2
) +

rD3
+(2−1)∑
rD3

(rD3
))

mod (2Nbrnd − 1) = (49 + 20 + 21 + 21 + 22) mod 8191 = 133

(6)

5 Evaluation

We next discuss how our proposal meets the established goals (Section 5.1) and then
report experimental results obtained with a prototype implementation (Section 5.2). To
facilitate the reproducibility of our results and foster further research in this area, we
make our implementation freely available2.

5.1 Goals

Privacy-preserving message forwarding. Each incident It includes its type t in en-
crypted form within the Description:id field. Then, AF is able to match incidents with
interested subscribers without gaining any information about the actual type. This al-
lows a given ISi to receive only the It of interest. Incidents are encrypted to prevent
AF from identifying the actual attack types suffered by each Di. Thanks to FPE, three
pieces of information from the incident are hidden for the attacker. Particularly, the type
of asset involved in the incident, the type of incident and the confidence of the reported
information are encrypted using FPE. The remaining fields of the incident are not as-
sumed to give any information for the attacker or, in other cases, are already known
(e.g., the reporting time). In any case, if required other fields can be FPEed too.

2 https://github.com/jmdefuentes/SPCIS.
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PRACIS also inserts a HMAC in the Victim:id field to enable that ISi verifies the
correct transmission of incidents and to guarantee that they come from valid publishers.
Similarly, the trusted key exchange performed in the setup phase prevents the introduc-
tion of fake ISi.
Privacy-preserving aggregation. Homomorphic encryption is used for aggregation. In
this way StS knows existing incidents of each type without identifying their sources.
One important remark is that StS has some probability of reidentification of incidents.
In other words, there is a chance for StS to link which types of incidents every Di has
reported. Table 3 illustrates this issue. StS already knows the marginals of that table,
since it knows the total per ti and per Di.

The hardness of reidentification is to find out which are the values for the cells in
italics in Table 3. Thus, the probability of discovering the distribution of event types
among publishers is thus the same of finding the right table that satisfies the said
marginals. Indeed, the probability Preident of this event is given by Equation 7 in which
|T | is the total amount of tables satisfying the given marginals.

Preident = 1/|T |. (7)

The value of |T | can be calculated following the method proposed by Gail and
Mantel [44]. Intuitively, this amount grows with the size of the table. For example,
considering Table 3, the total amount of tables of the same dimensions is 40,500, which
leads to Preident = 2.47e−5. Even if this probability is significantly low, bigger tables
(for example, 4 Di and 6 ti) may lead to |T | = 68e6 [13], which cause Preident to be
negligible.

Apart from privacy preservation, StS is still able to verify the proper aggregation of
incidents. This verification is based on a sum of random numbers included in Incident:id
(recall Section 4.5). If the sum received by StS matches with the computed one, the
aggregation will be considered correct.

Table 3: Example of contingency table of event types and deliverers. Cells in bold are the val-
ues known to StS after PRACIS, whereas values in italics are the ones to be discovered in the
reidentification attack.

5.2 Performance analysis

We have considered two factors to assess the performance of our scheme. First, we
have studied the expected computation time per entity. The goal here is to determine
if the time taken is acceptable considering the pace at which incidents might occur in
the real world. On the other hand, we analyze the overhead incurred by exchanging
messages. As PRACIS modifies some fields of a classical STIX package, it is important
to determine whether the introduced information produces an excessive overhead that
may result in network issues.
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Experimental settings. An implementation of PRACIS has been developed to assess
the performance of the approach. It has been implemented in Python 3 using various
libraries, in particular libFTE3 to implement FPE; Charm4 to implement the Paillier
cryptosystem; and the Python STIX library5 for managing STIX packets. For FPE, we
adopt the ranking-then-encryption algorithm provided by Luchaup et al. [41]. AES-
256 is applied for symmetric encryption and 1024-bit keys are used for the Paillier
cryptosystem. We consider 33 incident types, 5 levels of confidence, 34 affected assets
and 14 effects, these being values taken from STIX. More values for each element could
be added to our prototype, although the expected impact in performance is negligible
as the complexity of involved operations is not affected by this factor.

The results shown in the remaining of this section have been obtained by averag-
ing 50 executions on a single machine 4-core Intel(R) Xeon(R) CPU E5645 2.40GHz
with 1GB of RAM. Note that these settings are far from representing a realistic CIS
network. For example, AF could be implemented in a distributed infrastructure such
as a cloud computing platform. This leads to significantly better performance figures in
what comes to computation times. However, these settings may serve as a worst-case
scenario in which the CIS network runs with limited resources.

Computation time. We first study the time taken by Di to prepare a STIX message, the
time taken by ISi to decrypt and verify the integrity of received STIX messages, and
the time taken by AF to perform the aggregation of STIX messages. Creating a STIX
message involves different tasks: the setup phase to create all applied cryptographic pa-
rameters; the homomorphic encryption of the incident id; FPEing the affected asset, the
effect and the confidence; the HMAC of all fields for integrity purposes; and the cre-
ation of the STIX message. Table 4 presents results of our experiments. According to
this, format-preserving encryption and decryption operations are the most computation-
ally demanding. On the other side, homomorphic encryption and HMACs are extremely
fast operations. The setup phase needs less than a second in computation time.

To contextualize the implications of these figures, the 2015 Global State of Infor-
mation Security Survey states than an average of 81 incidents per minute might be
detected by an entity [51]. Our experimental results suggest that a party could create
up to 689 incidents per minute. Another important finding is the time required to ag-
gregate packets by AF is extremely low, needing around 2.1 seconds to group 104

messages. Considering the said average of incidents per minute, PRACIS would be fea-
sible even for big information sharing networks. For example, assuming 100 Di, such
an amount of messages would allow to aggregate incidents produced in an interval of
104/(100 · 81) = 1.23 minutes.

Table 4: Creation, decryption, verification and aggregation of STIX messages (average)

3 https://libfte.org
4 http://python-paillier.readthedocs.org/en/latest/alternatives.
html

5 https://github.com/STIXProject/python-stix
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In order to study the scalability of the incident creation and aggregation, different
scenarios may be devised depending on the amount of incidents per minute and the
amount of Di at stake. Table 5 summarizes the analysis. For the first issue, values
from 40 (i.e., half the average) to 1280 (i.e., roughly 16 times the average, which is
a reasonable limit in the short term) are considered. Concerning the amount of Di, the
analysis is carried out considering networks that ranges from small size (i.e., 10 Di) to
very big ones (i.e., 800 Di).

Based on the aforementioned settings, incident creation time does not depend on
the amount of Di since all of them may create incidents in parallel. Thus, it can be seen
that PRACIS can cope with up to 640 incidents per minute. With respect to aggregation
time, the amount of Di is critical – aggregation is centralized on AF , which will receive
all events. The greater the amount of Di, the bigger amount of events to aggregate for
a given rate of incidents per minute. In particular, PRACIS can work with up to 800 Di

if the rate of incidents is up to 160 per minute. Beyond that limit, two issues may be
noticed. On the one hand, the aggregation takes more than one minute, which means
that a growing queue would appear. In other words, aggregating the incidents produced
in one minute would take more than that minute. This makes the system potentially
unusable. On the other hand, the sum of both creation and aggregation is bigger than
one minute under some settings (e.g., 640 incidents per minute and 100 Di). Again,
this is not desirable since it threats immediacy and requires memory resources on AF
to manage an incident queue.

Despite this subset of settings, Table 5 shows that PRACIS can work under most
configurations, supporting big incident rates with reasonable amounts of Di. Con-
versely, PRACIS can also work with smaller incident rates in bigger CIS networks.

Table 5: Incident creation and aggregation scalability analysis

Message overhead. Message overhead refers to the amount of extra bytes that are
inserted into STIX incident packets to achieve the desired goals. This overhead is caused
by four issues: (1) the homomorphically encrypted value stored in Incident:id; (2) the
HMAC value stored in Victim:id; (3) the encrypted type stored in Description:id; and
(4) the values concealed with FPE regarding confidence, effect and asset. The remaining
data of STIX messages do not cause overhead because its size is not altered from its
creation to its reception.

Regarding the first three items, note that no reference value can be considered. STIX
data model for incidents6 does not impose any minimum or maximum lengths for these
fields. Nevertheless, it is still possible to carry out a worst-case analysis by comparing
the length of PRACIS fields against the smallest length of these fields (i.e., 1 byte). In
our experiments, Victim:id is 28 bytes long and Description:idis 16 bytes long. There-
fore, their overhead is 27 and 15 bytes, respectively.

6 http://stixproject.github.io/data-model/1.2/incident/
IncidentType/
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As for Incident:id, its size is determined by the amount of Di at stake and the
aggregation interval (i.e., how frequent AF has to compute the aggregation). Table 6
shows the analysis for 10, 100 and 1000 Di and 1, 5 and 10 minutes. Using said average
of incidents per minute and assuming Nbrand

= 20, the maximum size for Incident:id
is 88 bytes. In order to have the maximum encryption size, we adopt the highest value
for Incident:id (i.e. of 288 − 1). According to our experiments, the encrypted value
of Incident:id is 1136 bytes long. Therefore, a maximum overhead of 1135 bytes is
introduced. Both figures are reasonable in today’s storage capabilities and networking
speeds.

Table 6: Overhead in Incident:id size after encryption depending on Di and aggregation intervals

With respect to the confidence, effect, and asset fields, there is an implicit reference
value. By applying FPE results to one value of the set, it is possible to assess the max-
imum overhead. For example, the values of confidence are low, medium, high, none,
and unknown. Therefore, if the actual value is low and after FPE it turns into unknown,
an overhead of 4 bytes is introduced. Following this approach, Table 7 presents the
minimum, average, and maximum amount of bytes of the three fields, as well as the
involved overhead. The results show that the maximum overhead for all three fields is
76 bytes with an average of 29 bytes. For the sake of generality, in these figures we
omit some implementation-dependent extra bytes that are needed for our prototype, as
a consequence of the chosen libraries.

Putting all values together, the worst-case overhead is 1253 bytes. Using the average
of 81 incidents per minute discussed above, the imposed overhead for each entity is
101,493 bytes per minute; or, equivalently, 13,533 bits per second, which is negligible
for existing transmission technologies.

Table 7: Overhead of FPE fields (bytes)

6 Related Work

In the cybersecurity field information sharing is a requirement in a threat intelligence
management system [9]. For instance, an initiative has been developed to facilitate CIS
between the UK industry and the government [47]. Indeed, CIS is a challenging issue
which has been studied from different angles. For comparison purposes we distinguish
approaches that analyze the need of information sharing, present a theoretical approach
to information sharing or propose a specific scheme towards information sharing. The
comparison study is presented in Table 8. Concerning the first group, [49] studies the
problems and challenges of information sharing in coalitions formed with international
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cooperation. [63] discusses the necessity of information sharing and a guidance of the
type of information to be shared. [25] analyses, from an economic point of view based
on the investment, how sharing cybersecurity related information among firms has the
potential to offset the tendency by firms to defer much of their cybersecurity investments
until a cybersecurity breach occurs. Finally, works such as [21, 24, 32, 59] study the
interests, possibilities and implications of cybersecurity information sharing and to do
so, they use, as many other works, game theory.

Several proposals have focused on developing theoretical foundations for informa-
tion sharing. A model to share classified security information between organizations
with the lowest possible risks is proposed in [33]. This is a theoretical model that re-
lies on the use of STIX and TAXII. [14] presents Cyber Security Data Exchange and
Collaboration Infrastructure (CDXI) capability, a knowledge management tool for the
cyber security domain. A set of high level requirements are introduced. One last re-
markable approach in this regard is SKALD [61], an architecture to create systems that
can perform feature extraction at a scale and provide a robust platform for analytic col-
laboration and data sharing. It provides the infrastructure, from a theoretical point of
view, needed to allow industry peers to perform analyses across collective knowledge
while protecting sensitive data.

Conversely, several works propose specific schemes to share cybersecurity infor-
mation. In [52] proxy-re-encryption is applied to ensure secure submission and storage
of private information. Also concrete but quite theoretical, [29] presents a platform to
share security information over multiple service infrastructures keeping damages of
a DDoS attack at a minimal. Though some techniques are described, e.g. identifying
well-known ports, many details are omitted. Besides, though not particularly focused
on cybersecurity, privacy in relation to information sharing has been addressed through
different means in this context. Such concerns include the need to prevent third parties
from identifying shared information, and the need to prevent the identification of infor-
mation providers. The first issue is mainly solved by the used of encryption techniques,
either asymmetric [12] or symmetric [50] schemes. By contrast, guaranteeing providers’
anonymity in this context has been mostly explored through aggregation [2,35]. Several
techniques have been suggested based on identity-based ring signatures [30]; iterative
anonymous assignation of identifiers to nodes [16]; group signatures and broadcast en-
cryption [39]; or certificateless encryption [56].

Table 8: Related work in cybersecurity information sharing

FPE emerged as a cryptographic technique initially focused on simple data types
such as numbers, since this is the case of credit cards [5]. A credit card number can
be encrypted by FPE to get another credit card number. Similarly, IP addresses can be
also encrypted with this scheme [11] as well as social security numbers [62]. Several
proposals have applied FPE to other data formats, e.g., data and times [40] or strings of
characters of a fixed length [36]. Recently, Weiss et al. [62] have looked for practical
solutions for FPE including numbers and other elements like variable-length strings.
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Despite the availability of recent FPE algorithms [6, 43], in most cases they have to be
adapted to each particular context. Agbeybor et al. have recently explored the applica-
tion of FPE in the field of critical infrastructure protection [1]. Although the domain
and goals are very different from ours, the motivation for using is FPE in this context is
very similar.

The use of homomorphic cryptography for privacy-preserving aggregation has been
explored in multiple applications, including wireless sensor networks [53], smart me-
tering [3], and collaboration systems [54]. In all these cases, the use of homomorphic
encryption and the adversarial models follow a common pattern and are very similar
among them and to our proposal.

From this analysis we can conclude that while some works present information shar-
ing schemes, no approach support privacy-preserving and aggregatable CIS. Indeed,
just [2] mentions the necessity of privacy together with aggregation but any specific
mechanism is proposed. Concerning the approach taken, not a single proposal discusses
the application of homomorphic encryption in this field. Moreover, though [17] points
out the potential and significance of FPE for CIS, no previous proposals apply this
technique either.

7 Conclusions

Sharing cybersecurity information has been identified as a key element to develop coop-
erative cyberdefense strategies and to prepare against cyberthreats. Privacy is paramount
to foster cooperation, particularly when insecure infrastructures are used to support
sharing. In this paper, we have addressed this issue by proposing PRACIS, a protocol
that provides privacy-preserving and aggregatable cybersecurity information sharing.
PRACIS provides these properties by leveraging existing format-preserving and ho-
momorphic encryption techniques and adapting them to the particularities of standard
message formats such as STIX. To the best of our knowledge, this is the first scheme that
addresses this issue. To evaluate its feasibility in a real-world setting, we have devel-
oped a freely available proof-of concept implementation of PRACIS. Our experimental
results suggest that members of an information sharing network can afford the over-
head introduced by our scheme even in a regular desktop PC. At the moment, we are
extending our prototype to support sharing other STIX objects, such as Indicators-of-
Compromise (IoC), and Courses-of-Action (CoA). Studying and optimizing the perfor-
mance of PRACIS in high performance scenarios (such as cloud computing infrastruc-
ture) is a potential research work direction, relevant to assess the real-world suitability
of the proposal.
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A PRACIS Algorithms

input : -
output: Keys are stored by the affected entities. Parameters initialized

1 foreach Di in [D] do
2 Di : KFPE(Di) = createFPEKey();
3 Di : [KDi(t)] = createSymKeyPerType();
4 Di: [selectedIS] = findAlliedIS();
5 foreach ISj in [selectedIS] do
6 Di→ ISj : send(KFPE(Di), [KDi(t)]);
7 Di : storeKeys(ISj ,KFPE(Di),[KDi(t)]);
8 ISj : storeKeys(Di, KFPE(Di),[KDi(t)]);
9 end

10 end
11 StS: KH = createHomomorphicKey();
12 StS: Nbrnd = maxRandom();
13 foreach Di in [D] do
14 StS : rDi = createRandom();
15 StS→Di : send(KH ,rDi , Nbrnd );
16 Di : storeKey(KH );
17 Di : storeRandom(rDi );
18 Di : storeMaxSizeRandom(Nbrnd );
19 StS: storeKey(KH );
20 StS: storeRandom(Di, rDi );
21 end
22 AF : KHMAC = createHMACKey();
23 AF : storeKey(KHMAC );
24 foreach Di in [D] do
25 AF →Di : send(KHMAC );
26 end
27 AF → StS : send(KHMAC );
28 foreach ISj in [IS] do
29 AF → ISj : send(KHMAC );
30 end

Algorithm 1: Setup procedure.
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input : stix, Di, currentAggregation, counterPkgsOrigin, KHMAC , KH

output: STIX packet sent to all subscribers, packet aggregated by AF , or false

1 // # integrity check
2 receivedChecksum = stix.VictimID stix.VictimID = null AF : checksum =

HMAC(stix,KHMAC ) if checksum != receivedChecksum then
3 abort;
4 else
5 // # incident forwarding
6 AF : subscribers = findSubscribers(stix.type);
7 foreach sbs in subscribers do
8 AF → sbs : send(stix);
9 end

10 // # incident aggregation
11 AF : currentAggregation = HAdd(stix.IncidentID, currentAggregation);
12 AF : storeAggregation(currentAggregation);
13 AF : counterPkgsOrigin = addCounter(Di);
14 // # this is a matrix, one value per Di

15 end
Algorithm 2: Incident aggregation and forwarding by AF .

input : [symkey],type ti
output: IS is subscribed to events of type ti

1 foreach ISi in [IS] do
2 ISi : Ks(Di) = findKey(Di);
3 ISi : subsPkg = E(Ks(Di), ti);
4 ISi→ AF : send(subsPkg);
5 AF : storeSubscription(ISi,subsPkg);
6 end

Algorithm 3: Subscription to a event type.

input : ti, KFPE(Di), confidence, effect, asset, rDi , KH , KHMAC

output: STIX packet delivered to af

1 Di : stix = createSTIXPackage();
2 Di : symKey = findKeyPerType(ti);
3 Di : stix.type = E(symKey,ti);
4 Di : stix.confidence = FPE(KFPE(Di), confidence);
5 Di : stix.effect= FPE(KFPE(Di), effect);
6 Di : stix.asset = FPE(KFPE(Di), asset);
7 Di : stix.id = HE(KH , type,rDi );
8 Di : stix.victimID = HMAC(KHMAC , stix);
9 Di : rDi = (rDi + 1) mod (2Nbrnd − 1) ;

10 Di→ AF : send(stix);

Algorithm 4: STIX package preparation and delivery.
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input : [currentAggregation,counterPkgsOrigin] sent by AF after Imax incidents (recall
Algorithm 2), Nbrnd

output: Incident statistics calculated by StS and updated random values for each rDi , or
false

1 StS : KH = loadHomomorphicKey();
2 StS : resultTypes, resultCount = HD(KH , [currentAggregation,counterPkgsOrigin]);
3 expectedSum=0;
4 foreach Di in [D] do
5 StS : finalRandomDi = (loadRandom(Di) + resultCount[Di]) mod (2Nbrnd − 1);
6 StS : expectedSum = expectedSum+finalRandomDi;
7 end
8 if expectedSum != resultCount then
9 abort;

10 else
11 StS: updateCounters(resultCount);
12 end

Algorithm 5: STIX processing by StS.

input : stix, Di, KHMAC , KFPE(Di)
output: STIX packet processed by subscriber or false

1 // # integrity check
2 receivedChecksum = stix.VictimID stix.VictimID = null AF : checksum =

HMAC(stix,KHMAC ) if checksum != receivedChecksum then
3 abort;
4 else
5 ISi : KFPE(Di) = findFPEKey(stix.victimName);
6 ISi : RealConfidence = FPD(KFPE(Di), stix.confidence);
7 ISi : RealEffect= FPD(KFPE(Di), stix.effect);
8 ISi : RealAsset = FPD(KFPE(Di), stix.asset);
9 end

Algorithm 6: Incident verification and decryption by ISi.

25



Figures and tables

Fig 1. An example of a STIX message [4].
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Table 1. Notation
Element Description
Di Publisher i
StS Statistics subscriber
AF Message broker
ISi Incident subscriber i
Iti Incident of type ti
KFPE(Di) Format-Preserving Encryption key of Di

Ks(Di)(ti) Secret/ Symmetric key of Di per type of ti
KH Homomorphic encryption key
KHMAC HMAC key
HE(k, x) Homomorphic encryption of x using key k
HAdd(x1, x2) Homomorphic addition of messages x1 and x2

rDi Random value unique per Di

Fig 2. Overview of PRACIS

Fig 3. Example of STIX incident format to apply PRACIS.
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t1 t2 t3 t4 t5 t6 t7 rDi

I4(D1) 0000000 0000000 0000000 0000001 0000000 0000000 0000000 0000000110001
I4(D2) 0000000 0000000 0000000 0000001 0000000 0000000 0000000 0000000010100
I5(D3) 0000000 0000000 0000000 0000000 0000001 0000000 0000000 0000000010101
Aggregated 0000000 0000000 0000000 0000010 0000001 0000000 0000000 0000001011010

Table 2. Example of Incident:id aggregation.

Table 3: Example of contingency table of event types and deliverers. Cells in bold are the val-
ues known to StS after PRACIS, whereas values in italics are the ones to be discovered in the
reidentification attack.

t1 t2 t3 t4 t5 t6 t7 t8 t9 Marginal (per Di)
D1 1 1 1 0 0 0 1 3 3 10
D2 4 4 4 4 4 4 4 1 1 30

Marginal (per ti) 5 5 5 4 4 4 5 4 4

Entity Tasks Time (ms)

Di

Time setup 83.84
Homomorphic Encryption 21.15
Format-Preserving encryption 64.94
HMAC computation 0.04
STIX message fill-up 1.24
Build STIX message 87.37

ISi

Format-preserving decryption 104.94
HMAC computation & comparison 0.04
STIX message decryption & verification 104.98

AF
2 messages id aggregation 0.175
Aggregation of Imax = 100 16.06
Aggregation of Imax = 1000 180.153
Aggregation of Imax = 10000 2120.660

Table 4: Creation, decryption, verification and aggregation of STIX messages (average)

Table 5: Incident creation and aggregation scalability analysis
STIX incident creation time (ms) STIX incident aggregation time (ms)

Amount of Di

Incidents / minute Time 10 100 200 400 800
40 3494.8 54.15 540.1 1089.42 2213.19 4377.99
80 6989.6 110.63 1089.42 2213.19 4377.99 8682.56

160 13979.2 224.57 2213.19 4377.99 8682.56 17783.71
320 27958.4 450.07 4377.99 8682.56 17783.71 36100.93
640 55916.8 902.48 8682.56 17783.71 36100.93 72923.88
1280 111833.6 1831.71 17783.71 36100.93 72923.88 147306.24
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|Di| Interval Imax Nbtotal (bits) NbAV (bits) len(Incident:id) (bits) len(Incident:id) (bytes)

10

1 810 330 30 360 45
5 4050 396 32 428 54

10 8100 429 33 462 58

100

1 8100 429 33 462 58
5 40500 528 36 564 71

10 81000 561 37 598 75

1000

1 81000 561 37 598 75
5 405000 627 39 666 84

10 810000 660 40 700 88
Table 6: Overhead in Incident:id size after encryption depending on Di and aggregation intervals

Min. Avg. Max. Max. overhead Avg. overhead
Confidence 3 5 7 4 2
Effect 11 33 71 60 22
Asset 3 8 15 12 5
Total 17 46 93 76 29

Table 7: Overhead of FPE fields (bytes)
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Table 8: Related work in cybersecurity information sharing
Need

for CIS
Theoretical
approach to

CIS

Practical
mechanism to

CIS

Mechanism
technique(s)

Privacy-
preserving

CIS

Aggregation
of incidents

[49] X
[21] X
[63] X
[25] X
[59] X
[32] X
[24] X
[33] X
[14] X
[61] X
[52] X Proxy re-encryption X
[29] X Port scanning
[35] X Aggregation X
[2] X Aggregation X* X*
[30] X Identity-based ring

signature
[16] X Iterative anonymous ID

assignation
X

[39] X Group signatures and
broadcast encryption

X

[27] X Certificateless
encryption

X

PRACIS X Homomorphic
encryption and

format-preserving
encryption

X X

* mentioned but not detailed
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